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In addition, IT departments allocate  
over one-third of their hardware budget to 
desktop and laptop computers, given that 
75% of organizations replace or upgrade 
their PCs every three years or less (Info-
Tech, 2009). Furthermore, the yearly total 
cost of ownership (TCO) for a notebook 
computer can be as much as six to seven 
times the cost of the device.

TCO is not the only factor to consider 
when exploring alternative client archi-
tectures. Security and data protection 
should also be major considerations  
for IT managers. Data on personal  
computers is harder to secure and more 
susceptible to loss. A recent research 
study showed that over 12,000 laptops 
are misplaced or lost in U.S. airports 
each week. Research showed that 53 
percent of surveyed mobile professionals 
carry confidential company information 
and 65 percent of those don’t take 
steps to protect that data (Ponemon 

Institute, 2008). As the use of mobile 
notebook computers continue to increase 
relative to the number of desktop  
computers, organizations need to look  
at ways to better secure the mobile 
end-user computing environment. Data 
encryption is one approach for securing 
the data on mobile devices, but IT depart-
ments can also look at various client 
architectures to further enhance security. 

The objective of this white paper is  
to discuss the different alternative 
compute models available. It evaluates 
and compares various approaches and 
brings insight into the challenges that an 
organization may face when incorporating 
technologies into their environment. 
Finally, it shares best practices on how 
these technologies can be incorporated 
into an organization’s end-user comput-
ing environment – leading to improved 
security, reduced costs, and increased  
IT efficiency. 

Organizations face daily challenges ensuring that end users 
have a reliable and secure computing environment. A large 
portion of an IT department’s time is currently spent in reactive 
mode, supporting numerous end-user applications and patching 
desktops to secure against the latest system vulnerabilities. 

Executive Summary
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Origin and Types of Client 
Compute Models

With rising costs associated with com-
puting requirements and concerns about 
efficiency and data security, there has 
been a rapid adoption of consolidation 
and centralization of resources and data. 
This consolidation is expanding to the 
end-user community through alternative 
approaches to client computing. One of 
the most common architectures is server-
based computing and the use of thin  
clients. This concept of having the end 
user access computing resources and 
data from a “dumb terminal” goes back 
to the days of mainframe computers. 

What are now called thin clients were 
originally called “graphical terminals” 
because they were a natural develop-
ment of the text terminals that had 
gone before them. X terminals were 
a relatively popular form of graphical 
terminal in the 1990s. Citrix Systems 
approached Microsoft with an idea for a 
multi-user version of Windows similar to 
what had been done with Unix. Microsoft 
agreed to license the Windows NT 3.51 
source code which Citrix then turned into 
a product called WinFrame – a version 
of NT 3.51 that allowed multiple users 
to run on the same server. Microsoft 
later licensed the technology back from 
Citrix and incorporated it into a special 
version of NT 4.0 (known as NT 4.0 TSE, 
or Terminal Server Edition) and then into 
all subsequent versions of their server 
operating systems. 

Terminal Services allows the operation 
of standard Windows software in a cen-
tralized computing “mainframe model” 
versus a distributed computing model. 
Users log onto the server using devices 

such as thin clients and the server 
creates a session in memory dedicated 
to that user. Any command that would 
normally be executed on the end user’s 
local device is instead compressed and 
sent to the client through an efficient 
delivery protocol. 

As the processing power of the personal 
computer (PC) increased, it created an 
environment where applications could 
be run locally on the PC. This enabled 
the end user to work independently 
and control the data they generated. 
This has led to a distributed computing 
environment where users run robust 
applications through fast and ubiquitous 
networks. The larger network bandwidth 
allows easy downloading of applications 
and the proliferation of data. As the 
technology has matured, it has created 
issues with managing the applications 
and the data that is generated. Add to 
this the issues with security and operat-
ing system patching and upgrades, and 
even a small computing environment can 
become daunting to an IT department. 
There are several approaches that IT 
departments can take to better manage 
these issues. 

Considering Alternative Client 
Compute Models

The current drive to implement green 
computing and operate more efficiently 
has triggered a surge in the deployment 
of alternative client compute models. 
These approaches provide alternatives 
for managing those environments as well 
as having centralized control of data. 
Data security in general has been an 
ongoing challenge for IT departments.  
To further complicate the situation, 
regulations such as Sarbanes Oxley, 

HIPPA, SEC Rule 17a, and the Personal 
Information Protection and Electronic 
Documents Act (PIPEDA) have placed 
new requirements on IT departments 
to not only maintain but also to protect 
the data they manage, resulting in  
additional work.  

In order to obtain the advantages inherent 
in an alternative client compute model  
and minimize the complications posed, 
several drivers such as standardization, 
consolidation, management, hardware 
costs, security, and business continuity 
need to be considered.

	
Top Government Drivers:
1.	 Costs
2.	 Security
3.	 Manageability
4.	 Flexible Remote Access
5.	 Decreasing Energy  

Consumption Costs
6.	 Reducing Environmental Impact
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Standardization
By centralizing and standardizing the 
applications, profiles, and data on 
servers, IT managers can provide a 
more predictable user experience while 
lowering administration costs. One of 
the most common approaches today is 
server-based computing. This may be 
the ideal approach for organizations that 
primarily have task workers because it 
provides the greatest number of users 
per server, resulting in a greater return on 
investment. A recent scalability analysis 
conducted by Citrix Systems showed that 
a Windows Server 2003 running XenApp 
5 (64-bit edition) with two dual-core  
Intel Xeon 5150 processors and 16GB 
of RAM can support up to 240 concurrent 
users while still maintaining acceptable 
performance for Office applications (Citrix, 
2008). This approach is often coupled 
with the use of thin client devices, leading 
to more substantial predictability and a 
reduction in desktop management costs.

Consolidation
With a fully centralized server and  
desktop environment there are savings 
in relation to economies of scale and 
system utilization. The average server 
utilization rate in today’s data centers  
is only 15 percent. This is due to the  
old adage of one server for each applica-
tion. By consolidating servers and using 
them to virtualize desktop services, they 
are utilized more efficiently and fewer 
are needed for the same amount of 
services. This leads to savings in the 
physical space and a reduction in power 
and cooling needs. 

Management
Unlike basic Terminal Services, where 
many users share the same working 
environment within the server, desktop 
virtualization has enabled a more  

personalized user experience. This 
technology has created an environment 
where the desktop operating systems 
and applications can be centrally  
managed and maintained by the IT 
department while maintaining the same 
end user experience. These alternative 
compute models provide efficiencies 
around configuration management and 
provisioning. For example, a single OS 
image that is shared by multiple users 
can be patched and maintained. This is 
in contrast to managing an OS on each 
individual desktop. Since fewer resources 
are needed to perform tasks such as 
software updates or changes, IT depart-
ments can now focus their resources on 
proactive versus reactive management 
of the desktop environment. 

Hardware Costs
With the rising costs and environmental 
concerns around power, the U.S. Environ-
mental Protection Agency (EPA) is working 
diligently with Energy Star to create new 
standards for power and cooling in the 
data center as well as the desktop.  
Organizations are looking for alternatives 
to traditional PCs, and one such alternative 
is what is commonly referred to as thin  
clients. With thin clients there are direct 
savings in acquisition costs. They are 
also less costly to maintain since there 
are no moving parts (i.e., hard drives) 
that are susceptible to failure. Thin clients 
also have an average life span of seven 
years, which is longer than the typical 
three- to four-year life span of the average 
PC. From a power and cooling perspective, 
shifting from PCs to thin clients can save 
an organization upwards of 25 percent in 
power savings, according to IT analysts  
(Infoworld, 2008). This potential energy  
savings is driving IT executives to recon-
sider trading in users’ thick clients for 
thin ones. 

Security
Thin clients are inherently secure since 
they do not have disk drives that can 
be used to store data. Some thin client 
implementations are even stateless, 
meaning that there is no underlying thin 
OS is resident on the device. Organiza-
tions that need to protect confidential 
information benefit the most from the 
use of thin clients. Data can be centrally 
stored and managed on secured servers,  
allowing IT administrators to have  
additional control over where the data 
is stored, who can access the data, 
and how the data is accessed. Policies 
can then be defined to enforce security 
parameters such as which drives are 
mapped to users and devices (i.e., 
network and local drives such as flash 
drives and USB drives) and encryption.

Business Continuity and Remote Access
Another benefit derived from a centralized 
compute model is the ability to back up 
desktop images, profiles, and applica-
tions so that IT departments can institute 
a business continuity and disaster 
recovery plan around the organization’s 
desktop environment. In a traditional  
PC model, it is often cost-prohibitive and 
difficult to develop a backup strategy  
for desktops; therefore, it’s not uncommon 
to leave existing user desktops out of a 
business continuity plan. In a virtualized 
and centrally managed desktop environ-
ment, since user desktops are now just 
a set of files that are stored in a shared 
storage array, these can be replicated 
and easily backed up in a secondary 
site for disaster recovery purposes. 
In other words, the same virtualized 
desktop that a user connects to at the 
main office can be backed up, restored, 
and available at a secondary site. And 
from the user standpoint, it’s irrelevant 



GTSI Solutions / White Paper / Insights Into Alternative Client Compute Models 5

what device is used to connect to the 
virtual desktop. This could be a state-
less thin client or even a home computer, 
provided it has the right client software 
to connect to the virtual desktop. This 
model can also foster a more secure and 
predictable remote access strategy for 
the organization. Users and management 
would be more amenable to teleworking 
if the experience is secure, predictable, 
convenient, and familiar. 

Challenges with Alternative 
Compute Models

There are various technical and cultural 
challenges that need to be addressed 
when considering an alternative approach 
to traditional computing. Two main  
challenges include quantifying a return 
on investment (ROI) in order to get  
management buy-in, and designing  
the right architecture to deploy and 
manage successfully. 

Return on Investment  
and Justifying Costs
Since there is an upfront investment 
required, one of the challenges of alter-
native compute models is identifying the 
return on your investment and justifying 
the costs needed to get started. This initial 
investment often includes enterprise-
class systems, networks, and storage 
devices that have substantial capital and 
operating costs associated with them. 
Another factor revolves around operating 
system costs and software licensing. 
The hard cost of software may outweigh 
the soft cost savings from improved IT 
administration. Therefore, it is important 
to truly understand the organizational 
needs and identify which, if any, alterna-
tive compute models would most benefit 
the organization. IT departments need 
to understand both the acquisition and 
ongoing maintenance and support costs 
of the desktop environment in order to 
articulate the benefits derived from an 
alternative approach to the traditional 
compute model.

Ensuring a Robust Infrastructure  
for Centralized Computing
Unlike a traditional desktop compute 
model where the processing is distributed 
to each end-point device, a centralized 
compute model consolidates all the  
processing needed by multiple users  
into a few servers. As such, these servers 
need to be highly available due to the 
number of users that can potentially 
be affected by an outage. In addition, 
these server resources need to be sized 
adequately to handle sudden increases 
in utilization during peak periods or 
withstand a server failure. To properly 
size the server resources needed to 
support the organization, it’s important 
to assess the user population in order to 
categorize the type of workloads present 
in the environment. Some users might 
be standard task workers that use just a 
handful of applications and therefore do 
not need a lot of processing power. Others 
might be power users that require graphic 
intensive applications and dedicated 
resources. It’s also critical to know if any 

Shifting from PCs to thin clients can save an organization  
upwards of 25 percent in power savings. 
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of the users are remote, mobile users, 
and/or require offline access to applica-
tions. By understanding the categories 
of users in the environment, the number 
of users that need to be supported, and 
the type of users (mobile versus non-
mobile users), an organization can begin 
to map the right client architecture for 
its users.  

After an organization has identified the 
right client architecture for the different 
user categories and designed the support-
ing infrastructure needed to support the 
technology in that environment, the next 
consideration revolves around ensuring 
end users get a comparable, if not better, 
end-user experience than they had before. 
This can be achieved by monitoring the 
end-user experience using application  
performance monitoring (APM) tools, 
continually monitoring the systems, and 
checking in with end users after implement-
ing the technology. Organizations need to 
continuously evaluate performance and 
make adjustments accordingly.

Selecting the Right Model:  
Common Classifications of  
Client Compute Architectures

We can categorize client compute  
models into three major categories: 
server compute, centralized storage;  
client compute, centralized storage;  
and client compute, centralized and/ 
or local storage.

A central theme in each of these compute 
models is data. What ultimately differ-
entiates one compute model versus the 
other is where the data resides in the 
infrastructure. There are various archi-
tecture options around the virtualization 
of the desktop environment. Each has 
its advantages and disadvantages and 
there is not a one-size-fits-all solution. 
The most prudent approach is to assess 
the needs and typical workload of the 
environment and based on the findings 
implement the proper technologies that 
best meet the organizational needs. 

Server-based Computing
The most common approach in the 
industry today is the shared desktop 
model also known as server-based 
computing. In this model, multiple users 
share a common desktop and access 
resources (i.e., CPU, memory, disks) on 
servers in the data center. Commonly 
referred to as presentation virtualization, 
all the processing is centralized on the 
server and video, mouse movements, 
and keystrokes are encapsulated and 
sent to the user via a highly efficient  
delivery protocol such as Remote  
Desktop Protocol (RDP) or Independent 
Computing Architecture (ICA). Citrix 
XenApp and Microsoft Terminal Services 
are the most common shared desktop 
technologies in the market today. 
 
Server-based computing is perhaps the 
most cost effective in terms of the number 
of users it can support per server, but 
a downside is that sessions are not 
isolated from each other. Performance 
for all the users on a server can be 
adversely affected by a rogue process 

CLIENT COMPUTE

CENTRALIZED STORAGE

LOWER ADMIN COSTS • BETTER SECURITY • REDUCED ENERGY CONSUMPTION

CLIENT COMPUTE

CENTRALIZED OR LOCAL STORAGE

SERVER COMPUTE

BENEFITS OF MANAGED CLIENT

CENTRALIZED STORAGE

DATA STORAGECentralized in Data Center Local to Client

Common Classifications of Client Compute Architectures
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Application Streaming Model

NETWORKSCLIENTS

RDP

ICA

SERVERS PROCESS COMMANDS, SEND SCREEN REFRESH, MOUSE AND KEYSTROKES

CLIENTS ESTABLISH CONNECTION AND SEND COMMANDS

APPLICATION SERVERS

PC, LAPTOP, THIN CLIENTS WAN, LAN, WLAN CITRIX XENAPP, 
TERMINAL SERVERS

Server-based Computing Model

or application in one user’s session. 
There have been some technology 
advancements in recent years around 
isolation of applications to minimize the 
risk of application conflicts which often 
result in rogue applications. In these 
instances, the binaries that comprise an 
application execute in their own virtual-
ized environment, or “sandbox.” These 
isolated applications interact with their 
own instances of the system files, DLLs, 
user, and system registries, thus reduc-
ing the risk of unstable applications due 
to modification of system files. There are 
certain limitations to be aware of with 
application isolation such as the inability 
to isolate device and kernel drivers, or 
isolating Windows services. 

Application Streaming
A technology that is becoming more 
relevant today due to the increased need 
for support of mobile computing is applica-
tion streaming. When an application is 
streamed, a server sends application 
bits to the user device relying on the  
device’s local computing resources 
to run the application. Not only does 
application streaming allow applica-
tion isolation for users, it also offloads 
computing resources from the servers 
and distributes this workload to multiple 
users, allowing the server to scale up 
with the number of supported users.

An important use of application stream-
ing is the ability to allow users access 
to applications while their systems are 
offline – such as in the case of notebook 
computers. While users gain the ability 
to take applications offline with them, IT 
departments can still maintain control of 
these applications, configuring how long 
users can use the application offline, 
and whether applications can be taken 
offline in the first place.

NETWORKSCLIENTS

RDP

ICA

APPLICATIONS STREAMED ON DEMAND VIA THE NETWORK OR CACHED ON CLIENT DEVICE

USERS ESTABLISHES CONNECTION TO SERVERS

STREAMING SERVERS

PC, LAPTOP, THIN CLIENTS WAN, LAN, WLAN XENAPP, APP-V, SVS

USER 1

DESKTOP OS SERVER OS

STREAMED APPS STREAM-READY APPS

APP VIRTUALIZATION STREAMING SERVER APPLOCAL APPS
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PC Blade Models
Another approach is dedicating a PC- 
like, blade-class device (PC blades) in  
the data center for each of the users. In 
this approach, a 1:1 mapping of user to 
physical device is feasible. An advantage 
of this model is that each user gets a 
dedicated resource allowing full use of all 
the processing capabilities of the device. 
Organizations that have strict security  
requirements can leverage a direct connec-
tion to a blade PC through fiber, ensuring 
a secure point-to-point connection that 
eliminates comingling of network traffic.  
IT administrators can still benefit by having 
these PC blades centrally located and 
managed in the data center. This approach 
is ideal for users who require dedicated 
computing resources or work with graphic-

NETWORKSCLIENTS

CONNECTION 
PROTOCOL

VIRTUALIZATION LAYER

POINT-TO-POINT CONNECTION

USER ESTABLISHES CONNECTION TO BLADE PC

VIDEO, MOUSE, AND KEYSTROKES TRANSFERRED VIA NETWORK OR POINT-TO-POINT

USER

USER

USER

USER

SINGLE BLADE PC

BLADE TERMINALS, PC, LAPTOP WAN, LAN, WLAN HP, CLEARCUBE

USER 1 USER 1 USER 2

USER 3 USER 4USER 2

USER 3

USER 4

One-to-Many PC Blade Model

intensive applications such as CAD or 
GIS-type applications. 
 
PC blade models tend to be the more 
costly among all the centralized computing 
models. This has led to the utilization of 
virtualization software to increase the 
ratio of users per device, hence reducing 
the number of PC blades needed and 
lowering the acquisition cost of physical 
devices. With the increased capacity 
and processing capabilities of the latest 
generation PC blades, it is not uncommon 
for organizations to have multiple users 
connect to a single PC blade (one-to-
many PC blade model) and leverage 
virtualization software to isolate these 
user sessions. Virtualization hypervisors 
such as VMware Server, VMware ESX, or 

Hyper-V are supported on PC blades allow-
ing multiple instances of desktops to run 
on a single physical device. 

Virtual Desktop Infrastructure (VDI)
Another approach that is quickly gaining 
market acceptance is the use of server 
hardware and a multi-user environment 
framework (similar to Citrix XenApp 
and Terminal Services), while utilizing 
virtualization software on the servers to 
provide isolation and individual desk-
tops for users. Commonly referred to as 
“hosted” VDI, or desktop virtualization, 
this approach is similar to the PC blade 
environment since each user gets a 
personalized desktop. The advantages of 
this model are high utilization of comput-
ing resources and individual desktops 
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loaded onto a computer that has an oper-
ating system. This approach is commonly 
referred to as Type-2 hypervisors, and 
although this allows for virtual desktop 
functionality offline, this is not a preferred 
approach to replacing the traditional 
desktop model. The common use case 
for this type of virtualization has been for 
developers and system testers who have 
a need to view multiple operating system 
environments from a single machine.

VDI has evolved quite rapidly in the last 
few years due to the use of enterprise-
wide server virtualization and vendor 
competition, which is driving the rapid 
pace of feature enhancements and capa-
bilities. Since VDI leverages the underlying 
technology available in server virtualization, 

these enhancements support VDI and its 
continued growth. New enhancements in 
server virtualization hypervisors give IT 
departments the ability to use a single 
image and allow multiple users to lever-
age that same image. This eases the 
management burden in terms of patching 
and securing operating systems. In addition, 
this allows more efficient use of storage 
through drastic reduction of disk require-
ments, sometimes resulting in up to a  
90 percent reduction (SearchStorage.com, 
2009). Virtualization vendors are also mak-
ing improvements in display protocol tech-
nologies. For example, VMware has teamed 
with Teradici to utilize PCoIP (PC-over-IP)  
in the latest version of their VDI platform. 
As organizations reap the benefits of  
server virtualization technologies through 

for users. A challenge is the difficulty 
of quantifying actual cost savings, thus 
resulting in the lack of organizational 
buy-in and support. There is also a 
perception in the market that VDI is not 
a comprehensive and proven end-to-
end solution because of its relative 
infancy as compared to other server-
based computing architectures and its 
lack of support for offline VDI access. 
While there are technologies underway 
that would allow virtual desktops to be 
taken offline through the use of client-
side hypervisors, this has only been 
experimental and has not been widely 
used or deployed in production. There is 
a variant of the VDI architecture where 
virtualization software, such as VMware 
Workstation or Microsoft Virtual PC, is 

NETWORKSCLIENTS

DISPLAY
PROTOCOL

USER CONNECTS TO VIRTUAL DESKTOPS RUNNING ON VIRTUALIZATION INFRASTRUCTURE

VIDEO, MOUSE, AND KEYSTROKES TRANSFERRED TO CLIENT VIA DISPLAY PROTOCOL

USER

USER

USER

USER

SERVER VIRTUALIZATION

PC, LAPTOP, THIN CLIENTS WAN, LAN, WLAN CITRIX, MICROSOFT, VMWARE

VIRTUAL DESKTOP 1 VIRTUAL DESKTOP 1 VIRTUAL DESKTOP 2

VIRTUAL DESKTOP 3 VIRTUAL DESKTOP 4VIRTUAL DESKTOP 2

VIRTUAL DESKTOP 3

VIRTUAL DESKTOP 4

VIRTUALIZATION HYPERVISOR

VDI Model
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consolidation of physical servers in the 
data center, IT managers now have the 
ability to increase the return on investment 
through the virtualization of desktops.

Client Virtualization
Client virtualization addresses the limita-
tion of the hosted VDI model for mobile 
users who need offline access to virtual 
desktops. Client virtualization software 
installs on bare-metal of end-user devices, 
such as laptops, similar to how type-1 
virtualization hypervisors are installed 
on server hardware. The software that 
is installed locally on the client works in 
conjunction with the management server 
and host servers in the data center to 
allow check-in/check-out functionality for 
virtual desktops. By having centralized 
management of the desktops in the data 
center, IT departments can maintain a 
single OS image to provision to end users. 
In addition, IT security is enhanced since 
data is stored centrally, and the desktops 
that are provisioned to client devices are 
encrypted, requiring multi-factor authen-
tication and/or controlled via policies by 

the IT department. The benefits to the 
end users are a better desktop experience 
by leveraging local resources such as 
memory, CPU, and graphic processors on 
the device; offline access to the desktop; 
and the ability to run multiple environments 
(i.e., personal and corporate desktop 
images) securely on the end-user laptop, 
thus eliminating the need to carry or  
manage numerous devices. 
 
There are other innovative approaches 
to improving the end-user computing 
experience while allowing organizations 
to reduce the cost associated with enter-
prise desktop management. Often, these 
are narrower in use and address the 
unique requirements of a smaller subset 
of users. An example of such technology 
is OS streaming, similar to Citrix Provi-
sioning Server. OS streaming technology 
applies well to diskless PC environments 
found in training labs or call centers. 

In summary, client compute models 
found in organizations today range in 
scope from the traditional personal com-

puter (PC), to operating system (OS) and 
application streaming that can be used 
with a variety of endpoint devices such 
as stateful and stateless thin clients, 
traditional PCs/laptops, and diskless 
workstations. The following chart depicts 
certain capabilities for the various client 
compute models. Depending on the 
categorization of the user population, one 
or a combination of any of these models 
could be a viable technology approach for 
an organization.
	

Energizing National Nuclear  
Security Administration’s (NNSA) 
Cyber Security Measures with 
Client Computing 

With responsibility for the Department 
of Energy’s (DOE) classified networks, 
NNSA is vigilant in the application of 
cyber protection measures. The use of 
classified removable electronic media 
(CREM) to store information presented 
a persistent security challenge to NNSA. 
When a federal mandate for increased 
cyber security was issued, DOE’s chief 

NETWORKSCLIENTS
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information officer, in partnership with 
NNSA, proposed conducting a thorough 
evaluation of commercially available thin 
client (diskless) technology to determine  
its viability in reducing either the inten-
tional or unintentional mishandling of 
classified information. The agency’s 
objective was to design and implement  
a diskless technology solution that 
would permit desktop IT functions to  
be performed without risk. 

One of the key requirements for the 
solution was that it had to easily inte-
grate into the existing infrastructure. As 
such, it was decided that commercially 
available technologies around hardware, 
software, power, cooling, and network 
components from multiple vendors 
were to be evaluated. The selection of 
products, including those from Ardence, 
Cisco, Citrix, ClearCube, Decru, Dell, HP, 
NetApp, LG, RSA, and Symbio, among 
several others, ensured that the recom-
mended diskless technology solution 
met NNSA’s requirements for security, 

reliability, deployability, certifiability, 
interoperability, and scalability.

Of primary importance was how easily 
the components could be integrated into 
existing NNSA backend infrastructure and 
their ability to meet specifications for:
•	 Transparent deployment and integra-

tion with NAS, DAS, IP-SAN, FC-SAN, 
and tape 

•	 Wire speed encryption of data at rest 
for stored data protection 

•	 Strong access controls, authentica-
tion, and tamper-proof auditing 

•	 No application/database changes or 
downtime 

•	 Native support for NFS, CIFS, iSCSI, 
Fibre Channel, and SCSI 

•	 Operating system agnostic; no soft-
ware agents required 

•	 Secure, enterprise-wide, and lifetime 
key management 

Since the architecture was built to be 
modular, NNSA has the ability to add or 
decrease layers of security according 

to mission requirements. After the pilot 
program was successful, this turnkey, 
stateless thin client solution has since 
been implemented at other DOE and 
NNSA facilities.

Careful Planning Enables  
a Better Managed Client  
Environment

Successful initiatives begin with sound 
planning strategies. To enable a successful 
client compute approach, we recommend 
focusing on the planning phase with 
strong emphasis on exploring alterna-
tives, assessing the current client envi-
ronment, understanding future end-user 
computing needs, monitoring the current 
desktop environment, and developing a 
proof of concept (POC) before implementing 
throughout the organization. 

Assess
The first step in enabling alternative  
client compute models is to start with  
a thorough assessment of the current  

Table 1. Compute Model Comparison

Traditional  
PC Client

Terminal  
Services

Virtual  
Desktop
Infrastructure

Blade PCs OS Streaming Application 
Streaming

Client  
Hypervisor

Typical End-Point 
Devices

Desktops,  
Laptops

Thin Clients, 
Desktops,  
Laptops

Thin Clients, 
Desktops,  
Laptops

Thin Clients, 
Desktops

Desktops,  
Laptops

Desktops,  
Laptops

Desktops,  
Laptops

Application  
Execution

Client or 
Server

Server Server Server Client or 
Server

Client or  
Server

Client

Mobility Yes No No No No Yes Yes

Application  
Storage

Client or 
Server

Server Server Server Server Client or  
Server

Client or  
Server

Leading OEM 
Providers

Dell, HP, IBM Citrix,  
Microsoft,  
Sun

Citrix,  
Microsoft, 
VMware 

ClearCube,  
HP

Citrix,  
Lenovo,  
Wyse

Citrix,  
Microsoft, 
Symantec,  
VMware

Citrix,  
Neocleus, 
VMware
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IT environment. In this initial phase,  
engineers analyze relevant aspects of 
the environment that affect the design 
and deployment of client compute 
technologies, and engineers identify 
business requirements and define the 
metrics to be used for measuring 
results. Gaps are identified and docu-
mented, and an initial baseline of the 
environment is developed. As part of the 
assessment, an end-user classification 
is established. This addresses common-
base requirements for all end-users, 
as well as the computing environment 
needed to support them. Information such 
as operating systems, network topology, 
interfaces, and the required applications 
should be gathered. Then end-user  
profiles for data and applications can  
be established. 

The combination of this information can 
then be used to define the user categories 
and profiles for the organization. It is 
also necessary to categorize the end  
users into areas of responsibility and 
functionality. This will require an under-
standing of the computing requirements 
of the end users and the creation of 
categories that will be used as functional 
templates according to job requirements. 
A survey of the requirements needs to 
be performed. It is imperative that the 
information be gathered in a compre-
hensive fashion in order to create the 
highest amount of accuracy in the final 
design. An assessment of the end-user 
computing requirements will result in a 
design of a client compute model with 
the capabilities needed to support the 
functionality of the mission.

Monitor 
By monitoring the actual use of resources 
from the current distributed desktops for 
a full month, IT departments can get a 

sampling and true baseline of data.  
A 31-day evaluation captures a full 
monthly cycle of usage patterns. This 
provides the data required for determining 
the amount and type of resources (servers, 
storage, network, and client devices) 
needed to support the desktop services 
for end users. This information can then 
be used to further determine configura-
tions for the infrastructure, such as the 
number of users per server and LUN 
sizing for the storage. It is important 
to consider all application use cases – 
especially those requiring graphics, like 
Microsoft PowerPoint, Adobe Photoshop, 
or Autodesk AutoCAD, to determine the 
type of client compute model suitable  
for the workload. 

Proof of Concept
Once all the data and a high-level design 
have been assembled, the next step 
is to implement a proof of concept to 
determine what components of the client 
architectures best meet the needs of 
the end user community. Using all the 
information from the assessment, a 
categorization schema can be built to 
enable all levels of functionality – from 
the most basic to the most advanced 
users. This schema can also be used to 
design the solution. Most of the desktop 
configurations presently deployed will be 
standardized, and these similarities can 
be used to create a functional and scal-
able desktop environment for all users. 
One of the goals of the proof of concept 
is to ensure minimal impact and training 
for the end users.

Fully Managed Client Environment
Assess, monitor, and proof of concept 
are the three key steps that will enable a 
successful implementation of alternative 
compute models. The end state should 
be an IT environment that has standards 

for managing the different types of users 
and the capabilities they require. It 
should allow for users to change profiles 
as necessary and give them access to 
newer functionality while maintaining 
security requirements and data integrity 
throughout the environment. 

However, this process doesn’t end 
with implementation. Ongoing monitor-
ing and assessment of the technology 
is recommended. The client compute 
models must remain current in order to 
continue to support the organization. A 
support and refresh plan and schedule 
should be set up with certified engineers 
to monitor the technology components 
and ensure they remain functional. As it 
becomes necessary to replace the tech-
nology, an asset disposal plan should 
also be executed. This will track the final 
disposal of the assets while adhering to 
the organization’s security policies.

Conclusion 

Desktop virtualization offers many  
advantages for application and desktop 
delivery. GTSI recommends IT organi-
zations take a strategic view of the 
opportunities presented by this new 
technology and evaluate the different 
client compute models available. By  
doing this, an organization will be able  
to select the models that work best 
within their environment, delivering the 
most benefits and a strong ROI. 

For more information on GTSI and our 
virtualization solutions, visit GTSI.com  
or GTSI.com/virtualization, or call us at
800.999.GTSI.
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